Pseudopotentials are widely used in quantum chemistry and condensed matter physics to increase the computational efficiency of ab-initio electronic structure calculations. The chemically inert core electrons are replaced by an angular-momentum-dependent effective potential acting on the valence electrons. This results in a smaller number of explicitly treated electrons and usually a smoother potential, significantly reducing the computational cost for heavy elements. The use of pseudopotentials is well established in density functional theory (DFT), Hartree-Fock (HF) and subsequent highly-correlated quantum chemical calculations.

Pseudopotentials are a very important ingredient also in quantum Monte Carlo (QMC) calculations. The scaling of fixed-node diffusion Monte Carlo (DMC) with the number of electrons $N$ is a modest $N^4$ when compared to a highly-correlated quantum chemical approach such as the coupled-cluster singles and doubles method with a perturbative treatment of the triples (CCSD(T)) which scales as $N^7$ and is therefore limited in its applicability to small systems. Unfortunately, the computational cost of DMC increases approximately with the atomic number $Z$. Therefore, the use of pseudopotentials to reduce the effective value of $Z$ significantly improves the efficiency of DMC in dealing with heavier atoms and has made feasible in recent years the application of this technique to complex systems.

Many complete sets of ab-initio pseudopotentials are available in the literature but most of them were not generated specifically for use within QMC. For instance, DFT pseudopotentials constructed in combination with the local density and various generalized gradient approximations are readily available but it appears from others as well as personal experience that the use of DFT pseudopotentials in DMC calculations may lead to significantly larger errors than the use of HF pseudopotentials. Various pseudopotentials generated within HF are also publicly available but generally diverge as $1/r^2$ or $1/r$ at the nucleus since they were constructed for use in quantum chemistry codes without paying attention to smoothness considerations. These singularities will however result in large time-step errors in DMC if the pseudo-valence-orbitals used to construct the determinantal component of the QMC trial wave function do not have the correct behavior close to the nucleus. Since the orbitals in the trial wave function are usually taken from a DFT, a HF or a small multi-determinant correlated calculation performed with a quantum chemistry code, they are often expressed in terms of Gaussian functions which cannot properly describe the orbitals at small radii in the presence of a divergent pseudopotential. Very large Gaussian basis sets would be required to ameliorate the problem.

Greeff and Lester have generated non-singular HF pseudopotentials from Be to Ne and Al to Ar for use in QMC calculations. These pseudopotentials have however several drawbacks as they only cover part of the periodic table, do not include relativistic effects, are not delivered with basis sets, and do not have a $p$-projector for the second-row elements. More recently, Trail and Needs have generated non-divergent Dirac–Fock spin-orbit averaged relativistic potentials for $H$ to $Ba$ and $Lu$ to $Hg$. They also proposed a transformation to remove the long-range non-locality which arises from the exchange interaction in HF theory and supplied spin-orbit pseudopotentials. However, their pseudopotentials lack the corresponding basis sets, and do not include a $d$-projector for the transition-metal and post-transition-metal elements but treat the $d$-potential as local.

In this paper, we design non-singular energy-consistent scalar-relativistic HF pseudopotentials for the main-group elements, which are especially suitable for QMC calculations. The pseudopotentials are given as a compact expansion over few Gaussian functions multiplied by powers of the electron-nucleus separation and are therefore readily usable in any quantum chemistry package employed to generate the starting trial wave function for the QMC calculation. For all pseudopotentials, we also provide Gaussian basis sets of different sizes. For the 1st and 2nd row elements, the basis sets range from valence-double-zeta up to valence-quintuple-zeta (VnZ, n=D,T,Q,5) while, for the elements of the 3rd and 4th row, we provide VDZ and VTZ basis sets.

We demonstrate the accuracy and transferability of our pseudopotentials through extensive benchmark calculations. We compute the atomic excitation spectra of all elements within Hartree-Fock and the vibrational frequencies and binding energies of 26 first- and second-row diatomic molecules using post Hartree-Fock methods. We find that our pseudopotentials give excellent agreement with the corresponding all-
electron values, and are more accurate than the pseudopotentials constructed specifically for QMC by Lester and coworkers\textsuperscript{9,10} and by Trail and Needs\textsuperscript{11,12}. Finally, we test the performance of our pseudopotentials within QMC for the carbon and silicon atoms, where we obtain a comparable size of the DMC localization error but a higher efficiency than when using the Trail-Needs pseudopotentials.

The paper is organized as follows. In Section II, we describe how we generate the pseudopotentials and basis sets. In Section III, we present a series of benchmark calculations to test the accuracy and transferability of our pseudopotentials. In Section IV, we discuss the size of the localization error and the efficiency of our pseudopotentials in QMC. All equations are given in atomic units (a.u.). The pseudopotential and basis-set information is available in the supplemental material\textsuperscript{13} and from the authors institute homepages\textsuperscript{9–12,17–19}.

II. THEORY

For a thorough discussion of pseudopotential theory including relativistic effects, we refer the reader to Ref. 16 and references therein. The electronic valence Hamiltonian for a system with \( N_e \) valence electrons and \( N_n \) nuclei is given by

\[
\mathcal{H}_{\text{val}} = -\frac{1}{2} \sum_i N_e \Delta_i + \sum_{i<j} \frac{1}{r_{ij}} + \sum_i \sum_{l} V_{pp}^I(i),
\]

where \( i \) and \( j \) index the electrons, and \( I \) the nuclei. \( \hat{V}_{pp}^I(i) \) is an angular-momentum-dependent (semi-local) pseudopotential operator which mimics core-valence repulsion and core-valence orthogonality:

\[
\hat{V}_{pp}^I(i) = \hat{V}_{\text{loc}}(r_{Ii}) + \sum_{l=0}^{l_{\text{max}}} V_{I}^l(r_{Ii}) \hat{P}_l^I,
\]

where \( \hat{P}_l^I \) denotes a projection operator on the spherical harmonics centered on the nucleus \( I \):

\[
\hat{P}_l^I = \sum_{m=-l}^{l} |Y_{lm}\rangle \langle Y_{lm}|.
\]

Due to orthogonality considerations, the value of \( l_{\text{max}} \) should at least equal the highest-angular-momentum quantum number present in the core of the atom. The parameters in the local component \( V_{\text{loc}}^l \) and in the non-local channels \( V_{I}^l \) are determined as described below.

A. Shape- and energy-consistent pseudopotentials

The pseudopotentials presented in this work are constructed following the so-called energy-consistent scheme\textsuperscript{16}. Since most pseudopotentials available in the literature are instead generated according to the shape-consistent method, we will briefly review both pseudopotential-generation schemes and illustrate the difference between the two approaches.

In the shape-consistent approach, the all-electron valence orbitals are obtained either in HF\textsuperscript{11,17–19} or in Kohn-Sham DFT\textsuperscript{21–23} for the lowest atomic configuration and transformed into node-less pseudo-valence-orbitals which exactly match the all-electron ones beyond a chosen core radius. The pseudo-orbitals are usually constructed to have the same norm as the all-electron orbitals to ensure that the scattering properties of the pseudopotential and the full potential have the same energy variations to first order when transferred to other environments\textsuperscript{21}. The pseudopotential is then derived either by inversion of the HF or Kohn-Sham DFT equations\textsuperscript{11,17,21–24} or by direct fit of the all-electron eigenvalues and orbitals beyond some core radius using a parameterized analytical pseudopotential\textsuperscript{18}. If inversion is used, the pseudopotential is obtained on a numerical grid and must be fitted to a Gaussian representation for its use in standard quantum chemistry packages. This non-linear fit is a numerically fragile procedure yielding long analytic expansions with large oscillating coefficients\textsuperscript{18,24}. On the other hand, a very compact analytic expression is obtained when using a direct fit to generate the pseudopotential\textsuperscript{9,18}.

The energy-consistent approach follows a rather different philosophy. While a shape-consistent pseudopotential is only determined by the reference atomic configuration in which it was generated and norm-conservation ensures its transferability to some degree, an energy-consistent pseudopotential is obtained by requiring that it reproduces the all-electron valence energies of a number of different configurations for the atom under consideration. A parameterized analytical form for the pseudopotential is chosen and the parameters determined by direct fit of the reference energies. It has been shown\textsuperscript{25} that energy-consistent pseudopotentials yield a slightly more accurate description of the valence correlation energies than the shape-consistent pseudopotentials of Refs. 19,24.

B. Energy-consistent pseudopotential generation

In this work, the all-electron reference energies to construct our energy-consistent pseudopotentials are calculated at the scalar-relativistic, i.e. spin-orbit interaction free, Wood-Boring Hartree-Fock level of theory\textsuperscript{26} within the LS coupling scheme. For atomic one-electron systems in s states, the energy-dependent Wood-Boring Hamiltonian yields the same eigenvalues as the Dirac Hamiltonian as well as the exact large components of the eigenfunctions. For other angular momenta, the J-averaged Dirac-Hartree-Fock solutions are approximated. Due to the use of a local potential approximation in the mass-velocity, Darwin and averaged spin-orbit terms, the results are approximate for many-electron atoms. The deviations in energy differences for valence excitations, ionization potentials and electron affinities for elements as heavy as gold from spin-orbit averaged Dirac-Hartree-Fock data using a Dirac-Coulomb-Hamiltonian are typically at most a few hundredths of an electron volt. The main advantage of the Wood-Boring approach is the possibility to perform calculations within the nonrelativistic coupling scheme (i.e. LS cou-
pling for atoms) which is nowadays used by almost all QMC and the majority of quantum chemical studies. Consequently, the adjustment and the subsequent use of the pseudopotential will employ the same coupling scheme. All calculations, both for the generation of the reference energies as well as the actual pseudopotential fit, are performed with a numerical finite-difference code to avoid errors introduced by a finite basis set\textsuperscript{27}.

The all-electron LS-state averaged scalar-relativistic HF energies are computed for a multitude of electronic configurations of the atom under consideration. These configurations include energetically low-lying single and double excitations of the valence electrons as well as the first and second cation if the atom contains enough valence electrons. The anionic ground-state is also included if the anion calculation converges. Convergence of the anion is obtained for the main-group elements to the right of the 3rd column (boron column) inclusive. For the selected configurations, the total valence energy from the all-electron energy. For example, for silicon where we use a neon core, we subtract the Si\textsuperscript{4+} energy from the all-electron energy. The full s-potential should be repulsive inside the core region and become attractive at large distances as illustrated for the carbon and silicon atoms in Fig. 1. Since we desire a smooth potential, we require that the s-potential has a negative curvature at the origin by imposing the additional non-linear constraint on the variational parameters:

\[ \gamma \delta + \zeta \eta > 0 . \] (6)

For a second-row element, we introduce a p-projector as

\[ V_{pp} = V_{loc}(r) + \zeta \exp(-\eta r^2) |0\rangle \langle 0|, \] (5)

where |0\rangle \langle 0| denotes the projection operator with angular momentum \( I = 0 \) (Eq. 3), and \( \zeta \) and \( \eta \) are two free parameters. The full s-potential should be repulsive inside the core region and become attractive at large distances as illustrated for the carbon and silicon atoms in Fig. 1. Since we desire a smooth potential, we require that the s-potential has a negative curvature at the origin by imposing the additional non-linear constraint on the variational parameters:

\[ \gamma \delta + \zeta \eta > 0 . \] (6)

For a second-row element, we introduce a p-projector as

\[ V_{pp} = V_{loc}(r) + \zeta \exp(-\eta r^2) |0\rangle \langle 0| + \mu \exp(-\nu r^2) |1\rangle \langle 1|, \] (7)

which yields two additional variational parameters, \( \mu \) and \( \nu \).

Similarly, we require a negative curvature for the p-potential obtaining a second constraint:

\[ \gamma \delta + \mu \nu > 0 . \] (8)

Analogously, each further projector for rows 3 and 5 (d- and f-cores, respectively) is described by a single Gaussian function, has two additional variational parameters and yields one additional constraint. For this quadratic fitting problem, our pseudopotential-generation code\textsuperscript{27} was extended to include the DONLP2 solver by Spellucci\textsuperscript{28-30}.

For all elements, the quality of the fit is higher than the one obtained in the construction of the singular energy-consistent pseudopotentials of Ref. 31 even though, in most cases, we employ an even larger set of reference configurations in the fit\textsuperscript{32}. Consequently, our pseudopotentials will be at least as accurate and transferable as those of Ref. 31, and their good performance is demonstrated in Section III.

### C. Functional form of the pseudopotential

Our pseudopotentials are parameterized as a sum of Gaussian functions multiplied by powers of the electron-nucleus separation, which is the standard form accepted by any quantum chemistry package. As discussed in the introduction, the pseudopotential should have no singularities at the nucleus, so we choose as local component (Eq. 2) the following simple expression (we omit the atom index \( I \)):

\[ V_{loc}(r) = -\frac{Ze_{\text{eff}}}{r} + \frac{Ze_{\text{eff}}}{r} \exp(-\alpha r^2) + Ze_{\text{eff}} \alpha r \exp(-\beta r^2) + \gamma \exp(-\delta r^2) , \] (4)

where \( Ze_{\text{eff}} \) is the effective charge of the nucleus and \( \alpha, \beta, \gamma, \) and \( \delta \) are variational parameters. The local component is finite and behaves quadratically for small \( r \).

For a 1st-row element, the pseudopotential is then given by

\[ V_{pp} = V_{loc}(r) + \zeta \exp(-\eta r^2) |0\rangle \langle 0| , \] (5)

where |0\rangle \langle 0| denotes the projection operator with angular momentum \( I = 0 \) (Eq. 3), and \( \zeta \) and \( \eta \) are two free parameters. The full s-potential should be repulsive inside the core region and become attractive at large distances as illustrated for the carbon and silicon atoms in Fig. 1. Since we desire a smooth potential, we require that the s-potential has a negative curvature at the origin by imposing the additional non-linear constraint on the variational parameters:

\[ \gamma \delta + \zeta \eta > 0 . \] (6)

For a second-row element, we introduce a p-projector as

\[ V_{pp} = V_{loc}(r) + \zeta \exp(-\eta r^2) |0\rangle \langle 0| + \mu \exp(-\nu r^2) |1\rangle \langle 1| , \] (7)

which yields two additional variational parameters, \( \mu \) and \( \nu \).

Similarly, we require a negative curvature for the p-potential obtaining a second constraint:

\[ \gamma \delta + \mu \nu > 0 . \] (8)

### D. Valence basis sets

For all pseudopotentials, we present basis sets in the supplemental material\textsuperscript{13}. The basis sets are constructed to minimize the single-reference CCSD(T) ground-state energy. Since alkaline elements only have one valence electron while at least two electrons are needed to account for correlation in the construction of the basis set, the alkaline basis sets are adjusted by minimization of the dimer energy. The same procedure is also followed for the alkaline-earth elements to avoid that the basis sets become too compact. For all the other elements, the atomic energy is used. The CCSD(T) calculations are performed using the MOLPRO program package\textsuperscript{31}.

The optimization is carried out in three steps. First, an overpopulated set of 7 to 10 primitives with s- and p-symmetry is generated and optimized to minimize a CCSD(T) calculation for the atom. Second, the primitives for each angular momentum are contracted using the orbital coefficients from
perturbation-theory (MP2) and the CCSD(T) method. We then address the QMC specific issues of localization error and efficiency.

A. Hartree-Fock atomic excitations

Atomic excitation energies, ionization potentials and electron affinities are well established in the pseudopotential literature as a measure of the pseudopotential quality. Since our pseudopotentials are adjusted to reproduce these properties, they are likely to perform better in these atomic tests than pseudopotentials which are not energy-consistent.

In Table I, we list the errors obtained with our pseudopotential on the excitation energies, ionization potentials and electron affinities of the carbon atom with respect to the corresponding LS-state averaged scalar-relativistic Wood-Boring Hartree-Fock all-electron energies. We also present the errors obtained with the pseudopotentials of Ovcharenko et al. and with the pseudopotentials by Trail and Needs. In Table II, we show the same comparison for the silicon atom. All the pseudopotential and the all-electron calculations are performed with a finite-difference HF code to avoid errors due to the use of a finite basis set.

As expected, our energy-consistent pseudopotentials perform significantly better than the other pseudopotentials in reproducing the all-electron atomic spectra of both carbon and silicon. For carbon, the mean absolute deviation (MAD) from the all-electron results is 0.002 eV for our pseudopotential, more than one order of magnitude smaller than the MAD for the other pseudopotentials. For silicon, we obtain an MAD of 0.004 eV while the Trail-Needs pseudopotential gives the higher value of 0.012 eV. Not surprisingly, the pseudopotential by Ovcharenko et al. fails to properly describe all the atomic configurations of silicon due to the missing p-projector in the pseudopotentials of all 2nd-row elements. For this reason, we will omit these pseudopotentials from our molecular benchmark calculations which focus on the 1st- and 2nd-row elements.

It is important to note that the pseudopotentials by Trail and Needs present a similar problem for the 3rd- and 4th-row elements where they lack a d-projector. Therefore, an analogous analysis for germanium gives an MAD of 0.021 eV for the Trail-Needs pseudopotential compared to an MAD of only 0.008 eV for our pseudopotential. The error increases for the 4th row where, for tin, we obtain an MAD of 0.044 eV when using Trail-Needs pseudopotential compared to an MAD of only 0.008 eV for our pseudopotential.

Finally, since the Trail-Needs pseudopotentials were generated using the Dirac-Coulomb and not the Wood-Boring Hamiltonian, we also compute the all-electron reference energies for carbon at the multi-configuration J-averaged Dirac-Hartree-Fock level. The MAD of the Dirac-Hartree-Fock energies from the all-electron Wood-Boring values is 0.002 eV with a maximum deviation of 0.003 eV. Therefore, the larger errors obtained in the atomic energies of Table I when using the Trail-Needs pseudopotentials are not due to the particular choice of the reference all-electron relativistic Hamiltonian.

III. TEST CALCULATIONS

The use of a pseudopotential yields significant computational benefits but represents an approximation which introduces a systematic error and must therefore be tested. To establish both the accuracy and transferability of our pseudopotentials, we compute atomic excitation spectra within Hartree-Fock and molecular properties employing well-established correlated approaches like second order Möller-Plesset pseudopotentials.
We test the transferability of our pseudopotentials to correlated calculations by performing MP2 calculations of the equilibrium bond lengths and vibrational frequencies, and CCSD(T) calculations of the binding energies for the 26 1st- and 2nd-row diatomic molecules of the G2-test suite. The results are then compared to the corresponding valence-only-correlated all-electron values computed using the scalar-relativistic Douglas-Kroll-Hess (DKH) Hamiltonian. We also compute the same molecular properties using the pseudopotentials by Trail and Needs by performing MP2 calculations of the binding energy obtained as difference of the energy of the dimer of only 0.05 kcal/mol which is less than half the value obtained with the Trail-Needs pseudopotentials. The largest error for our pseudopotentials is 1.75 kcal/mol for SiO while, for Trail-Needs pseudopotentials, is 4.60 kcal/mol for LiF.

Both sets of pseudopotentials yield very accurate bond lengths with an MAD from the all-electron values of 0.007 Å for the Trail-Needs pseudopotentials and of 0.008 Å for ours. The largest error for our and Trail-Needs pseudopotentials occurs for LiF, and it is equal to 0.031 Å and 0.036 Å, respectively. We note that deviations of the order of 0.01 Å do not have a significant impact on other properties such as the binding energy: For example, a compression of 0.013 Å from the all-electron equilibrium distance causes a change in the binding energy of the P₂ dimer of only 0.05 kcal/mol in a CCSD(T) all-electron calculation. Even in the case of LiF where we have the largest error, a compression of 0.036 Å from equilibrium raises the all-electron CCSD(T) binding energy obtained as difference of the energy of the dimer and the energies of the two atoms.

In Table III, we compare the calculated pseudopotential bond lengths, frequencies, and binding energies against the all-electron results. The MAD from the all-electron frequencies is 5 cm⁻¹ and 10 cm⁻¹ for our and Trail-Needs pseudopotentials, respectively. For both pseudopotentials, the largest error occurs for the LiF molecule: Trail-Needs pseudopotentials give an error of 36.33 cm⁻¹ whereas the error for our pseudopotential is 22.71 cm⁻¹. For the binding energies, the MAD for our pseudopotentials is 0.5 kcal/mol which is less than half the value obtained with the Trail-Needs pseudopotentials. The largest error for our pseudopotentials is 1.75 kcal/mol for SiO while, for Trail-Needs pseudopotentials, is 4.60 kcal/mol for LiF.

### Table I: Errors on the HF excitation energies, ionization potentials and electron affinities for the carbon atom computed with different pseudopotentials.

<table>
<thead>
<tr>
<th>Configuration</th>
<th>TN</th>
<th>OAL</th>
<th>This work</th>
</tr>
</thead>
<tbody>
<tr>
<td>2s² 2p² ³</td>
<td>0.0000 0.0000 0.0000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2s² 2p³ ³</td>
<td>0.0696 0.0393 0.0018</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2s² 2p¹ ³</td>
<td>0.0127 0.0184 0.0039</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2s² 2p² ³</td>
<td>0.0451 0.0266 -0.0005</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2s² 2p¹ ³d¹</td>
<td>0.0127 0.0183 0.0040</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2s² 3d¹ ³</td>
<td>0.0487 0.0438 0.0012</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2s² 2p¹ ³s¹</td>
<td>0.0135 0.0180 -0.0106</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2s² 2p² ³d¹</td>
<td>0.0449 0.0264 -0.0005</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2s² 3d² ³</td>
<td>0.0486 0.0438 0.0012</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2s² 4d¹ ³</td>
<td>0.0493 0.0445 -0.0001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2s² 2p¹ 4d¹</td>
<td>0.0127 0.0184 0.0040</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2s² 2p² ³p³</td>
<td>-0.0049 0.0141 -0.0011</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2s²</td>
<td>0.0499 0.0451 -0.0012</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MAD</td>
<td>0.032 0.027 0.002</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table II: As in Table I but for the silicon pseudopotential.

<table>
<thead>
<tr>
<th>Configuration</th>
<th>TN</th>
<th>OAL</th>
<th>This work</th>
</tr>
</thead>
<tbody>
<tr>
<td>3s² 3p² ³</td>
<td>0.0000 0.0000 0.0000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3s² 3p³ ³</td>
<td>0.0347 -0.0228 -0.0019</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3s² 3p¹ ³</td>
<td>0.0105 0.0122 0.0070</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3s² 3p² ³</td>
<td>0.0298 -0.0239 0.0037</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3s² 3p³ ³d¹</td>
<td>0.0091 0.0354 0.0074</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3s² 3d² ³</td>
<td>-0.0024 0.4206 0.0012</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3s² 3p¹ ³s¹</td>
<td>0.0104 0.0097 -0.0055</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3s² 3p² ³d¹</td>
<td>0.0272 0.0115 0.0030</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3s² 3d² ³</td>
<td>-0.0032 0.3986 0.0026</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3s² 4d¹ ³</td>
<td>0.0051 0.2071 -0.0025</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3s² 3p¹ 4d¹</td>
<td>0.0097 0.0260 0.0072</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3s² 3p³ ³</td>
<td>-0.0107 -0.0116 -0.0059</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3s²</td>
<td>0.0088 0.0114 -0.0027</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MAD</td>
<td>0.012 0.092 0.004</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

As already mentioned in Sec. II B, the atomic excitations obtained using the J-averaged Dirac-Hartree-Fock solutions are very similar to the Wood-Boring HF results even for elements as heavy as gold.

The HF atomic excitation spectra computed with our pseudopotentials can be found for all elements in the supplemental material. The largest error we obtain is of 0.043 eV for the two-fold ionization potential of astatine.
We address two issues specific to QMC, that is the localization error in DMC and the efficiency in VMC. For all QMC calculations, we use the CHAMP program package\(^{49}\).

In the DMC method, one obtains the best energy within the fixed-node approximation, i.e. the lowest-energy state with the same zeros (nodes) as a given trial wave function. In the presence of non-local pseudopotentials, the standard DMC approach cannot be applied and the so-called “locality approximation” is usually employed, which approximates the non-local potential with a new effective core potential by localizing the non-local potential on the trial wave function\(^{50,52}\).

This new effective potential is explicitly many-body but is local and can be easily incorporated in a DMC algorithm. However, the potential depends now on the trial wave function, and the energy computed in DMC is no longer necessarily variational and depends on the quality of the trial wave function\(^{53}\). As the trial wave function approaches the fixed-node solution obtained without the locality approximation, the DMC energy converges to the correct fixed-node energy.

To estimate the effect of the locality approximation for a given pseudopotential, we employ three different wave functions with the same determinant component and, consequently, the same nodes, but with different Jastrow factors. We use no Jastrow factor, a two-body, and a sophisticated three-body Jastrow factor\(^{54}\) whose parameters are optimized by energy minimization\(^{55}\). For the determinant component, we use a single HF determinant computed with an uncontracted even-tempered single-particle basis of 9 s- and 9 p-functions whose exponents were separately optimized for both pseudopotentials as described in Section II D.

In Fig. 2, we plot the fixed-node DMC energy (\(E_{\text{FN}}\)) of the carbon and silicon atoms for the three wave functions and for our and Trail-Needs pseudopotentials. As the wave function becomes more accurate, the difference between the variational Monte Carlo (VMC) and the fixed-node energy goes to zero, and the fixed-node energy approaches the value one would obtain without the locality approximation (it can be estimated by extrapolation as \(E_{\text{FN}}^\text{corr}\)). If the pseudopotential were local, the fixed-node DMC energy would not depend on the Jastrow factor, so the slope of the curves in Fig. 2 gives a qualitative idea of the size of the localization error for the different pseudopotentials. We find that the two sets of pseudopotentials perform comparably: For carbon, the Trail-Needs pseudopotential gives a slightly smaller localization error than our pseudopotentials.

### C. Pseudopotential performance in QMC

This new effective potential is explicitly many-body but is local and can be easily incorporated in a DMC algorithm. However, the potential depends now on the trial wave function, and the energy computed in DMC is no longer necessarily variational and depends on the quality of the trial wave function\(^{53}\). As the trial wave function approaches the fixed-node solution obtained without the locality approximation, the DMC energy converges to the correct fixed-node energy.

To estimate the effect of the locality approximation for a given pseudopotential, we employ three different wave functions with the same determinant component and, consequently, the same nodes, but with different Jastrow factors. We use no Jastrow factor, a two-body, and a sophisticated three-body Jastrow factor\(^{54}\) whose parameters are optimized by energy minimization\(^{55}\). For the determinant component, we use a single HF determinant computed with an uncontracted even-tempered single-particle basis of 9 s- and 9 p-functions whose exponents were separately optimized for both pseudopotentials as described in Section II D.

In Fig. 2, we plot the fixed-node DMC energy (\(E_{\text{FN}}\)) of the carbon and silicon atoms for the three wave functions and for our and Trail-Needs pseudopotentials. As the wave function becomes more accurate, the difference between the variational Monte Carlo (VMC) and the fixed-node energy goes to zero, and the fixed-node energy approaches the value one would obtain without the locality approximation (it can be estimated by extrapolation as \(E_{\text{FN}}^\text{corr}\)). If the pseudopotential were local, the fixed-node DMC energy would not depend on the Jastrow factor, so the slope of the curves in Fig. 2 gives a qualitative idea of the size of the localization error for the different pseudopotentials. We find that the two sets of pseudopotentials perform comparably: For carbon, the Trail-Needs pseudopotential gives a slightly smaller localization error than our pseudopotentials.

Finally, we estimate the relative efficiency of our and Trail-Needs pseudopotentials in a VMC calculation of the total energy obtained as an average the local energy \(E_L = \Psi^{-1}H\Psi\) over the configurations sampled from the square of the wave function \(\Psi\). To quantify the efficiency, we compute the ratio \(\kappa_{\text{corr}}/\kappa_{\text{TN}}\) with \(\kappa\) defined as

\[
\kappa = 1/(\sigma^2 \tau_{\text{corr}} T_{\text{CPU}}),
\]

where \(T_{\text{CPU}}\) is the computational time, \(\sigma\) the root-mean-
Our pseudopotentials are smaller than $10^{-5}$ pseudo-atoms computed for our and Trail-Needs (TN) pseudopotentials. For both atoms and pseudopotentials, we use as trial wave function a Hartree-Fock determinant with no Jastrow, a two-body and a three-body Jastrow factor. A more accurate wave function corresponds to a smaller difference between the VMC and the DMC fixed-node energies. $E_{\text{VMC}} - E_{\text{FN}}$ denotes the fixed-node energy which is obtained by extrapolation for each system.

Square fluctuations of the local energy, and $\tau_{\text{corr}}$ the autocorrelation time of the local energy calculated as explained in Ref. 56. A larger value of $\kappa$ corresponds to a smaller product $\sigma^2 \tau_{\text{corr}} T_{\text{CPU}}$ and, therefore, a higher efficiency. The statistical error on the energy decays as $\sigma \sqrt{\tau_{\text{corr}}/M}$ with the number $M$ of Monte Carlo samples, so a smaller $\sigma^2 \tau_{\text{corr}}$ requires a shorter VMC run to obtain the same statistical error on the energy. Then, for a fixed length of the run, one also desires a small value of $T_{\text{CPU}}$, which will depend on how often the non-local component of the pseudopotential must be computed or, equivalently, on how compact in space the non-local components $V_l(r)$ (Eq. 2) are.

In Table IV, we collect the results for the carbon and silicon atoms obtained with our and Trail-Needs pseudopotentials. The pseudopotentials for the two atoms are shown in Fig. 1. As trial wave function, we use a single determinant multiplied by a sophisticated three-body Jastrow factor and optimize all parameters in the orbitals and in the Jastrow factors by energy minimization. We use the same single-particle basis for the orbitals as in the calculations for the localization error. To allow a fair comparison of $T_{\text{corr}}$, we put all pseudopotentials on a grid instead of using their Gaussian form since the expansion in Gaussian functions of the Trail-Needs pseudopotentials is much larger than that of our pseudopotentials. For all pseudopotentials, we do not compute the non-local component if all non-local $V_l(r)$ are smaller than $10^{-4}$.

We find that the autocorrelation time $\tau_{\text{corr}}$ is roughly the same for both pseudopotentials while our pseudopotentials yield smaller fluctuations of the local energy. For silicon, our pseudopotential is more compact giving a saving in computational time: The non-local components $V_n(r)$ and $V_p(r)$ of our pseudopotentials are smaller than $10^{-4}$ beyond a radius of 2.33 Å and 2.38 Å, respectively, while the corresponding radii for Trail-Needs pseudopotential are 2.43 Å and 3.13 Å. From the ratios $\kappa_{\text{our}}/\kappa_{\text{TN}}$, we conclude that, for the carbon and silicon atoms, our pseudopotentials are respectively about 19% and 49% more efficient than Trail-Needs pseudopotentials.

![Graph showing fixed-node DMC energies (E_{\text{FN}}) for the carbon and silicon pseudo-atoms computed for our and Trail-Needs (TN) pseudopotentials.](image)

**FIG. 2:** Fixed-node DMC energies ($E_{\text{FN}}$) for the carbon and silicon pseudo-atoms computed for our and Trail-Needs (TN) pseudopotentials. For both atoms and pseudopotentials, we use as trial wave function a Hartree-Fock determinant with no Jastrow, a two-body and a three-body Jastrow factor. A more accurate wave function corresponds to a smaller difference between the VMC and the DMC fixed-node energies. $E_{\text{VMC}} - E_{\text{FN}}$ denotes the fixed-node energy which is obtained by extrapolation for each system.

### IV. CONCLUSIONS

We present non-singular energy-consistent scalar-relativistic Hartree-Fock pseudopotentials for the main-group elements, and demonstrate their accuracy and transferability by performing extensive benchmarking. We compute the Hartree-Fock atomic excitation spectra of all elements, obtaining excellent agreement with the corresponding all-electron results. To test the transferability to correlated calculations, we use a test-suite of 26 first- and second-row diatomic molecules, and find that our pseudopotentials reproduce the valence-only-correlated all-electron CCSD(T) binding energies and MP2 vibrational frequencies with a mean average deviation of 0.5 kcal/mol and 5 cm$^{-1}$, respectively. Finally, we provide a variety of basis sets (VnZ with n=D,T,Q,5 for 1st and 2nd row, and n=D,T for 3rd to 5th row) optimized for our pseudopotentials. The basis sets and the pseudopotentials are given in a standard Gaussian representation and, to our knowledge, can be used in every standard quantum chemistry program package which supports pseudopotentials.

Non-singular pseudopotentials for QMC have been published before by two other groups but they are inferior to the pseudopotentials generated in this work. The pseudopotentials by Ovcharenko et al.$^{9,10}$ do not account for relativistic effects, cover only a small part of the periodic table, are not available for a large number of elements. However, they also lack the corresponding basis sets, and their transition-metal and post-transition-metal pseudopotentials do not include a d-projector but treat the d-potential as local. In addition, we show that our pseudopotentials give a higher accuracy both when computing the Hartree-Fock excitation spectra and in the correlated calculations of the dimer binding energies and vibrational frequencies, where the average error is twice smaller than the one obtained with the Trail-Needs pseudopotentials. Finally, we test the behavior of our pseudopotentials within QMC for the carbon and silicon atoms, where we recover a comparable size of the DMC localization error but a higher efficiency than when using the Trail-Needs pseudopotentials. The pseudopotential and basis-set data is available from the supplemental material$^{13}$ and from the authors institute homepages$^{14,15}$.

Future directions of this work include the generation of transition-metal pseudopotentials and the corresponding basis sets.
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As Jastrow correlation factor, we use the exponential of the sum of three fifth-order polynomials of the electron-nuclear (e-n), the electron-electron (e-e), and of pure 3-body mixed e-e and e-n distances, respectively. The Jastrow factor is adapted to deal with pseudo-atoms, and the scaling factor $\kappa$ is set to 0.6 and 0.5 for carbon and silicon, respectively.
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