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Abstract

If a manager stays in office for a long time he will have learned much about his subordinates. Thus competition among them will be weak as the manager has made up his mind who is suited best for which position. With a new manager the “race” for favorable tasks is restarted leading subordinates to exert higher effort. But for the firm-owner the trade-off arises that with a new manager effort is larger but the quality of task allocation is worse since information is lost. The optimal dismissal policy will be nonmonotonic in the expected heterogeneity of the subordinates’ abilities.
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1. Introduction

In this paper, we want to investigate the consequences of a replacement of managers. As a starting point we focus on one important effect: Managerial turnover increases the incentives of subordinates.

A manager who has been in office for some time knows the abilities of her subordinates well and therefore will typically be quite sure who is suited best for which position or task. But positions within a certain department are more or less attractive.

* Corresponding author.

\textit{E-mail addresses:} felix.hoeffler@telekom.de (F. Höffler), dirk.sliwka@uni-bonn.de (D. Sliwka).

0014-2921/03/$ - see front matter © 2002 Elsevier B.V. All rights reserved.

PII: S0014-2921(02)00272-6
As has been stressed for instance by tournament theory\(^1\) or in the literature on promotions,\(^2\) the competition for attractive positions is an important incentive device. Such competition will be weak when the manager already made up his mind on the optimal assignment of positions and tasks. If a new manager comes in, however, he knows less on the subordinates’ abilities and hence, the race for attractive positions is restarted to some extent.

This “new brooms” effect can be illustrated for instance by the following statement of Michael Owen, European Footballer of the Year 2001, after the dismissal of Kevin Keegan as England’s Team Manager:

It’ll be another challenge now for all the lads to impress the new manager, whoever he may be. Even if he knows what you can do, you’ll still have to convince him you should be in his plans.\(^3\)

However, note that the mechanism indicates a direct drawback of managerial turnover: As the new manager has less information on the subordinates’ abilities, initially his task assignment decisions will be worse in expected terms than the old manager’s. Both effects, the increase of effort and the reduction of the quality of the task assignment, are two sides of the same coin, as they are caused by the loss of information implied by managerial turnover. The optimal dismissal decision trades off these two effects.

From a more general perspective our results may indicate some consequences of job rotation, limited maximum times in office or mandatory age limits. All those practices lead to regular managerial turnover and, hence, confront subordinates with new superiors from time to time. As our theory indicates, this has positive effects on effort incentives but may well have negative consequences as information is lost on the subordinates qualifications.\(^4\)

To analyze the consequences of managerial turnover formally, we set up a model with three hierarchical levels and three periods: A firm owner who decides whether to keep or to dismiss the old manager, a manager who selects a subordinate for an important position or task and finally two subordinates competing for this favorable task in every period. We will show that the dismissal of a manager on the one hand increases the subordinates’ equilibrium efforts and on the other reduces the quality of the task allocation. In a third step, we analyze the owner’s optimal dismissal policy in the second period. It turns out that the manager will optimally be dismissed only if the expected abilities of the subordinates are neither too homogenous nor too heterogenous.


\(^2\) See Waldman (1990), Prendergast (1993) or Fairburn and Malcomson (1994).

\(^3\) Interview at www.liverpoolfc.tv, October 2000.

\(^4\) Previous explanations have been e.g. that job rotation improves incentives to reveal new ideas (Carmichael and MacLeod, 1993), prevents collusion (Bolton, 1992) or the ratchet effect (Ickes and Samuelson, 1987).
2. The model

There are three kinds of players in the model. The firm owner, a firm manager, and two subordinate workers, \(a\) and \(b\). At the beginning of each period the owner has the opportunity to replace the manager by a new one. The workers cannot be replaced and stay in the firm for all three periods. The only decision the manager has to make is to select one of the two workers every period for an important position or a more attractive task. The importance of the position is reflected in two ways. First, how well the selected worker performs in this leading position will determine the firm’s profits. Second, workers like being promoted: The worker holding the important position receives a utility gain \(\Delta u\). We assume that the only incentive to exert effort stems from the desire to get promoted to the attractive position. No payments contingent on the performance are feasible.

The workers’ performance \(y_i^t (i=a,b)\) in period \(t\) is given by the sum of the worker’s ability \(\eta_i\), his effort in that period \(e_i^t\), and random noise \(\epsilon_i^t\):

\[
y_i^t = \eta_i + e_i^t + \epsilon_i^t.
\]  

(1)

As in the career concerns literature, we assume that initially all players are symmetrically informed about the workers’ types, which are independently drawn from a normal distribution with mean \(m_0\) and precision \(h_0\), i.e. \(\eta_i \sim N(m_0, 1/h_0)\). The \(e_i^t\) are uncorrelated and also follow a normal distribution \(e_i^t \sim N(0, 1/h_0)\). All players observe both workers’ aggregate signals \(y_i^t\) and use them to update their beliefs about the workers’ abilities. For simplicity we assume that the signal of the worker not selected for the important position is as informative as the one from the competitor who holds the position in period \(t\). Exerting effort is costly for the workers, according to a strictly convex cost function \(c(e)\).

Each of the three periods has exactly the same form:

<table>
<thead>
<tr>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Owner can exchange the Manager selects Worker</td>
<td>Workers choose efforts (e_a^t) and (e_b^t)</td>
<td>Nature realizes (y_a^t) and (y_b^t)</td>
<td>Signals observed</td>
<td></td>
</tr>
</tbody>
</table>

We are interested in the effect of replacing an informed manager by a less informed one. Therefore, we make the extreme assumption that a new manager has no knowledge about the firm’s past performance signals. Additionally, we assume that the owner is not able to communicate her information to the new manager.\(^5\)

All players are risk neutral and there is no discounting. The owner’s payoff consists of the sum of the profits of all three periods, where the profit \(Y_t\) in period \(t\) equals the signal \(y_i^t\) of the worker \(i\) who is selected in period \(t\).\(^6\) We assume that the manager’s

\(^5\) These assumptions can be relaxed as we will discuss in the conclusion.

\(^6\) This assumption can easily be generalized such that the profit is a linear combination of both signals with a stronger weight on the important task.
interests are perfectly aligned with the owner’s as long as he is in office, e.g. because he receives a fixed share of the owner’s profits.

3. The incentive problem

We now look for a perfect Bayesian equilibrium. As workers invest effort only in order to increase their chances to be picked for the leading position in the following periods, clearly zero effort is optimal in period $t = 3$ in any equilibrium. Given that workers do not invest effort, the manager will select the worker he believes to be of higher ability.

We begin by analyzing the workers’ optimal behavior in period two for the case where the manager has not been dismissed. As the manager has no information at the beginning of $t=1$, he is indifferent between the two workers. At the beginning of period $t = 2$ manager, owner, and workers have already observed the period one signals $y_1^a$ and $y_1^b$ and updated their beliefs. Call $m_i^1$ worker $i$’s expected ability after period one. This belief is shared by all players, since they have observed the same information and know the efforts chosen in equilibrium. We assume that a pure strategy equilibrium in the first period effort choice game exists. Denote by $\hat{e}_i^t$ the equilibrium effort of player $i$ in period $t$, which will depend upon first period performance signals. Applying a result for the updating of normally distributed random variables (see e.g. DeGroot, 1970, p. 167) we get the following expected values for the workers’ types after period 1:

$$m_i^1 := E[y^i_1|y^1_1 - \hat{e}_i^1] = \frac{h_0}{h_0 + h_e} m_0 + \frac{h_e}{h_0 + h_e} (y^i_1 - \hat{e}_1^1). \quad (2)$$

Similarly, after period $t = 2$, the expectations will be

$$m_i^2 := E[y^i_1|y^1_1 - \hat{e}_i^1, y^i_2 - \hat{e}_2^i] = \frac{h_0 + h_e}{h_0 + 2h_e} m_i^1 + \frac{h_e}{h_0 + 2h_e} (y^i_2 - \hat{e}_2^i). \quad (3)$$

The manager selects worker $i$ in period $t = 3$ if and only if $m_i^2 > m_j^2$. We are now looking for an equilibrium in the game between the two workers in $t = 2$, given the beliefs and the manager’s strategy for $t = 3$.

A worker knows that he will gain $\Delta u$ if the manager believes him to be of higher ability. His expected payoff therefore depends on the probability that this will be the case given the information $I_1$ known after period 1 and his colleague’s effort level $\hat{e}_2^i$. Therefore a worker $i$ will solve

$$\max_{\hat{e}_2^i} P\{m_2^i > m_2^j|I_1, \hat{e}_2^j\} \Delta u - c(\hat{e}_2^i).$$

Let $\phi(x)$ be the density of the standardized normal distribution. We obtain the following result:
Lemma 1. If a pure strategy equilibrium in the effort choice game in period 2 exists, there is a unique perfect Bayesian equilibrium in the case where the old manager is kept. It has the following properties: (i) In period 3 the workers exert no effort and the old manager chooses worker $i$ if $m_i^2 > m_j^2$.

(ii) Both workers choose identical effort levels $e_2^O$ in period $t = 2$ which are defined by

$$
\frac{1}{\sigma_\delta} \phi \left( \frac{1}{(1 - 2_2)\sigma_\delta} \Delta m_1 \right) \Delta u = c'(e_2^O),
$$

where $\Delta m_1 = |m_1^h - m_1^b|$ and $\sigma_\delta^2 = (2h_0 + 4h_e)/(h_0 + h_e)h_e$.

Proof. See the appendix.

The symmetric effort choice result is well known from the tournament literature. Note that the equilibrium effort level depends on the difference in the agents expectations about the types $\Delta m_1$. It is easy to see from Eq. (4) that equilibrium effort levels decrease in $\Delta m_1$. The workers are in a situation of relative performance comparison. Eq. (4) states that the closer the race, the stronger the incentives to exert high effort.\footnote{Compare for instance Meyer (1992).}

The existence of such an equilibrium is ensured if the cost function is sufficiently convex.\footnote{More precisely, existence can be ensured if $(1/\sqrt{2\pi})((\Delta u/\sigma_\delta^2)e^{-1/2} < \inf_{e} c''(e)).$ More details can be obtained from the authors. Compare Lazear and Rosen (1981, p. 845), or Bhattacharya and Guasch (1988, p. 871).}

We now turn to the case where the manager is dismissed at the beginning of period two. The only information a new manager has is that his predecessor has been dismissed. As in equilibrium the owner will dismiss the manager only for certain first period outcomes, the new manager learns something about the workers’ types from the fact that he is employed. However, his expectations in period 2 will be the same for both workers. Hence, the new manager can only randomly select one of both workers in period 2. In period 3 the most natural decision will be to select the worker with the higher output in period 2 and indeed there is an equilibrium with this property:\footnote{Note that here we do not show that this equilibrium is the unique pure strategy equilibrium, as we are not able to exclude the existence of equilibria where due to “strange” beliefs the agent with the lower performance may be promoted, leading to different efforts supporting those beliefs.}

Lemma 2. Suppose that a pure strategy equilibrium in the effort choice game in period 2 exists. There is a perfect Bayesian Equilibrium when a new manager has been hired with the following properties: (i) In period 3 the workers exert no effort and the new manager chooses worker $i$ if $y_i^2 > y_j^2$. (ii) Both workers choose identical effort levels $e_2^N$ in period $t = 2$ which are defined by

$$
\frac{1}{\sigma_\delta} \phi \left( - \frac{\Delta m_1}{\sigma_\delta} \right) \Delta u = c'(e_2^N).
$$

\footnote{Compare for instance Meyer (1992).}
Proof. See the appendix.

Although the manager has no information about the period 1 outcome, it still influences the optimal effort choice in period 2 as not only the manager’s but also the workers’ own expectations about the type difference matter for their effort choice. If the workers think that their abilities differ strongly they will exert lower efforts even if this difference is not perceived by the new manager.

4. Consequences of a dismissal

Dismissing the manager does make sense in our model only at the beginning of period 2 as in the terminal period effort will be zero in any case and job allocation can only be worse with a new manager. First we investigate the impact of a dismissal at that stage on the efforts exerted by the workers, then on the expected ability of the selected worker, and finally adding the two opposing effects we derive the owner’s optimal decision.

4.1. The effort effect

By comparing (4) with (5) we obtain the following result:

Proposition 1. If the expected ability difference \( \Delta m_1 \) is strictly positive second period efforts will be higher with a new manager.

With the old manager the information disclosed in period 1 lowers the period 2 effort choice in two ways: The workers have learned something about their respective abilities but so has the manager. Both effects will cause the period 2 efforts to be smaller. With the new manager only the first effect is present. Therefore effort will be higher with a new manager than with the old precisely because the new one has less information.10

Now, we analyze the size of this effort effect \( \Delta e = e_2^N - e_2^O \), i.e. the expected effort gain in period 2 from dismissing the manager.

Lemma 3. (i) If there is no expected ability difference (\( \Delta m_1 = 0 \)), the effort effect \( \Delta e \) is zero and \( \partial \Delta e / \partial \Delta m_1 = 0 \) for \( \Delta m_1 = 0 \). For \( \Delta m_1 \to \infty \) the effort effect tends to 0. (ii) With quadratic effort costs \( c(e) = (k/2)e^2 \) the effort effect \( \Delta e \) linearly increases in the size of the intrinsic utility gain \( \Delta u \) the workers receive from holding the important position and decreases in \( k \). There exists a single peak of \( \Delta e \) at some strictly positive value \( \Delta \hat{m}_1 \).

Proof. See the appendix.

10 Related “less information is better” effects are observed for example by Crémer (1995) who shows that learning less on an agent’s type makes tougher incentive schemes credible or Meyer and Vickers (1997) who show that better information from relative performance evaluation may weaken incentives.
In Fig. 1 the effort effect is plotted for an example.\textsuperscript{11} The effort gain from dismissing the manager is not monotonically increasing in the type difference $\Delta m_1$. For small differences the effort gain from exchanging the manager is small because competition works relatively well with the old manager. For intermediate values of $\Delta m_1$, the effort gain from exchanging the manager is big, as competition is weak with the old manager but competition is restarted to some extent when a new manager is hired. This is no longer true for very large values of $\Delta m_1$, since the workers know that they are very different and even a new manager cannot induce strong competition. Furthermore, the effort effect increases in $SS=K^e$, as gaining $\Delta u$ is the only reason to exert effort at all. For higher values of $\Delta u$ the effort effect is shifted upwards.

4.2. The ability effect

But the owner also has to take into account that a new manager makes more mistakes when choosing the worker since he knows less about their abilities. She compares the expected ability of the worker selected by a new manager to the expected ability of the selected worker when the old manager is kept.

In period 1 the owner has observed the signals $y^a_1$ and $y^b_1$. Therefore, the owner knows that in period 2 the old manager picks a worker with expected ability:

$$A^{\text{old}}_2 = \max(E[\eta^a|I_1], E[\eta^b|I_1]) = \max(m^a_1, m^b_1).$$

(6)

Given the owner’s information at the beginning of $t=2$, her expectation of this player’s ability equals:\textsuperscript{12}

$$A^{\text{old}}_3 = P\{m^a_2 > m^b_2|I_1\} E[\eta^a|m^a_2 > m^b_2; I_1]$$

$$+ P\{m^a_2 < m^b_2|I_1\} E[\eta^b|m^a_2 < m^b_2; I_1].$$

(7)

\textsuperscript{11} The figure shows $\Delta e$ for values $h_2 = h_0 = 1$, $\Delta u = 6$, and $k = 1$. For these values the existence of the equilibrium is ensured.

\textsuperscript{12} The calculation of $A^{\text{old}}_3$ and in the following $A^{\text{new}}_3$ is given in the appendix.
The new manager does not know which worker performed better in period 1 and, hence, picks a worker with expected ability of

\[ A_{2}^{\text{new}} = \frac{1}{2} \mathbb{E}[\eta^a | I_1] + \frac{1}{2} \mathbb{E}[\eta^b | I_1] = \frac{m_1^a + m_1^b}{2}. \] (8)

In period 3 he will have observed the second period signals and will use this information. The owner knows that the new manager will select a worker with the expected ability of \( A_{3}^{\text{new}} \):

\[
A_{3}^{\text{new}} = P\{\eta^a + \epsilon_2^a > \eta^b + \epsilon_2^b | I_1\} \mathbb{E}[\eta^a | \eta^a > \eta^b + \epsilon_2^b - \epsilon_2^a, I_1] \\
+ P\{\eta^a + \epsilon_2^a < \eta^b + \epsilon_2^b | I_1\} \mathbb{E}[\eta^b | \eta^b > \eta^a + \epsilon_2^a - \epsilon_2^b, I_1].
\] (9)

Hence, the total expected ability loss when the old manager is replaced is given by \( \Delta a = A_{2}^{\text{old}} + A_{3}^{\text{old}} - A_{2}^{\text{new}} - A_{3}^{\text{new}} \). We obtain the following result:

**Proposition 2.** If the ability difference \( \Delta m \) is strictly positive the expected ability of the selected worker is lower with a new manager than with the old one, i.e. \( \Delta a > 0 \). Furthermore, \( \Delta a = 0 \) if \( \Delta m_1 = 0 \) and \( \Delta a \) is strictly increasing in the expected type difference \( \Delta m_1 \) for all values of \( \Delta m_1 \). It tends to infinity for \( \Delta m_1 \to \infty \).

**Proof.** See the appendix.

The old manager is better informed about the workers’ types, thus \( \Delta a \) is positive. To see that the expected ability loss strictly increases in the type difference \( \Delta m_1 \), note that the larger the difference in first period signals the higher the costs of installing a new manager as the owner can be less sure that the better worker is chosen in the last two periods.

### 4.3. The optimal dismissal decision

The size of both effects depends only on the expected type difference \( \Delta m_1 \). Given her information at the beginning of \( t = 2 \), the owner will dismiss the old manager if and only if \( \Delta e - \Delta a \geq 0 \). This will happen only if the effort effect is large enough, which depends on how strongly the workers are interested in the important position, as \( \Delta e \) strictly increases in the size of the intrinsic utility \( \Delta u \). For simplicity we now impose a quadratic cost function, but the result qualitatively holds for more general convex cost functions.\(^{13}\)

The optimal dismissal policy is given in the following proposition:

**Proposition 3.** For very large or very small values of the expected ability difference \( \Delta m_1 \) it is never optimal to dismiss the manager. (i) For values of the players’ utility

\(^{13}\)For all cost functions with \( c''(e) \leq 0 \) and \( c''(0) > 0 \) the effort effect will always dominate the ability effect for some intermediate values of \( \Delta m_1 \) if only \( \Delta u \) is sufficiently large. The proof can be obtained from the authors.
gain \( \Delta u \) smaller than some threshold, it is never optimal to dismiss the manager. (ii) For larger values of \( \Delta u \), there exists at least one interval \([\Delta m_1, \Delta \tilde{m}_1]\), \(\Delta m_1 > 0\), \(\Delta \tilde{m}_1 < \infty\), such that dismissing the manager is optimal if \(\Delta m_1 \in [\Delta m_1, \Delta \tilde{m}_1]\). (iii) For \(\Delta u \) large enough, there is a unique interval such that dismissing the manager is optimal if and only if \(\Delta m_1\) is inside this interval.

**Proof.** See the appendix.

In Fig. 2 the effort and the ability effect are plotted for an example where again the existence of the equilibrium is ensured. Dismissing the manager is optimal if and only if \(\Delta m_1\) is in the interval where the graph of \(\Delta e\) lies above the graph of \(\Delta a\).

The nonmonotonicity can be explained as follows: If \(\Delta m_1\) is very large we know that the ability effect will be large: The owner expects that one of the two workers is far worse than the other and when employing a new manager she takes the higher risk that this worse type will be selected. At the same time we know from Lemma 3 that for large values of \(\Delta m_1\) the effort effect will be small.

In contrast, for very small values of \(\Delta m_1\) the ability effect will be small. For \(\Delta m_1 = 0\) the old manager’s optimal selection is exactly the same as the new manager’s: As he has gained no information from the first period, he also selects the worker with the higher second period performance. The effort effect is zero for the same reason in that case. However, the ability effect is a first-order effect with respect to \(\Delta m_1\) whereas the effort effect is of second order. Therefore, the ability effect dominates the effort effect for small values of \(\Delta m_1\).\(^{14}\) Only for intermediate values of \(\Delta m_1\), dismissing the manager increases expected profits. Here the ability effect is not yet too large and the effort effect from intensifying the competition by installing an uninformed new manager is large enough to overcompensate the ability loss.

\(^{14}\) Compare for a similar result in biased tournaments Meyer (1992, p. 174).
Given this policy, the workers will choose the optimal first period effort levels, which in turn all players will use to calculate the expected ability difference $\Delta m_1$. These levels will be smaller than those exerted if the owner was not able to dismiss the manager\(^{15}\) as they have a lower incentive to impress a superior who might not be in charge anymore tomorrow.

5. Conclusion

Our model does not yield a rule like “Dismiss the manager if performance is low” which might seem plausible at first glance. Rather, the owner should use her information on workers’ heterogeneity to judge whether competition among the subordinates can be strengthened sufficiently with a new manager. If it does, dismissing the manager can be beneficial, but this can be the case with high as well as low profits.

Our informational assumptions can be weakened in two respects: If the owner has no information on performance, it can be shown, that she will dismiss the manager in period 2 if $\Delta u$ is large enough. But even if the owner observes only aggregate profits and can pass this information to a new manager, the manager will be dismissed if $\Delta u$ is sufficiently large and the realization of the first period profit is not extreme.\(^{16}\) We assumed that performance contingent contracts are infeasible. Our results continue to hold qualitatively if position contingent payments can be made: As incentives are provided only by the worker’s competition for $\Delta u$, the principal can only increase this gain by paying a higher wage for the favorable position.

A similar effect to ours may be found in a different set-up if the new manager has the same information as the old one but values different characteristics. In this case the dismissal of the old manager should lead to higher incentives as the subordinates might want to convince a new manager that they do have those characteristics.\(^{17}\)

It might be interesting to think about how the theory can be tested empirically. There are some studies on the effects of the dismissal of coaches in football as data are readily available. Breuer and Singer (1996) have investigated dismissals of football managers in the German Bundesliga. They find some evidence for a short-run impact of the dismissal of a coach: Teams whose coach has been dismissed performed significantly better in the 4 games after the dismissal than teams that kept their coaches ranking one place higher at the time of the dismissal.\(^{18}\) No significant effect appeared afterwards.

Note that our model does not yield a simple prediction such as: Dismissing the manager leads to a higher team performance. A dismissal rather has positive and negative effects. One interpretation of those results would be that the dismissal yields a performance push, but this push is only transitory as the new coach learns more and more on the player’s abilities. A testable implication of our model is that the effect should be weak for either very homogenous or very heterogenous teams.

\(^{15}\) Although we do not solve the game back to the first period explicitly, the manager is always dismissed with positive probability if an interval for $\Delta m_1$ exists where a dismissal is optimal.

\(^{16}\) Formal proofs of both statements can be obtained from the authors.

\(^{17}\) We thank an anonymous referee for pointing this out.

\(^{18}\) However, for other control groups no significant difference was detected.
Similar effects should in principle be observable within firms or other organizations. For instance, our model might suggest that subordinates’ absence rates are lower or the number of proposals for process innovations higher for some time after a manager is replaced. An empirical investigation of the performance effects of management changes within organizations by testing similar hypotheses would be an interesting project for future research.
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Appendix A.

Proof of Lemma 1. Let \( \hat{e}_2 \) be the equilibrium efforts. We have that

\[
P \{ m_2 > m_2^* | I_1, \hat{e}_2 \} = P \{ \frac{\delta x_2}{1 - \delta x_2} \Delta m_1^* + \hat{e}_2^* - \hat{e}_2 > \eta^* + \eta^j + \hat{e}_2^j - \hat{e}_2^j | I_1 \}
\]

with \( \Delta m_1 := m_1^* - m_1^j \). Define \( \delta^i := \eta^i - \eta^j + \hat{e}_2^j - \hat{e}_2^j \) with \( g'(\delta^i | I_1) \) as conditional density. The first-order condition of \( i \)'s maximization problem is

\[
g' \left( \frac{\delta x_2}{1 - \delta x_2} \Delta m_1 + \hat{e}_2^* - \hat{e}_2^j | I_1 \right) \Delta u = c'(\hat{e}_2^j).
\] (A.1)

As \( \delta^a = -\delta^b \) and \( g^a(x | I_1) = g^b(-x | I_1) \), we have \( \hat{e}_2^a = \hat{e}_2^b \). Furthermore,\(^{20}\)

\[
E[\delta^i | I_1] = E[\eta^i - \eta^j + \hat{e}_2^j - \hat{e}_2^j | \eta^i + \hat{e}_2^j, \eta^j + \hat{e}_2^j] = -\Delta m_1^*,
\] (A.2)

\[
V[\delta^i | I_1] = V[\eta^j | \eta^i + \hat{e}_2^j, \eta^j + \hat{e}_2^j] + V[\hat{e}_2^j - \hat{e}_2^j] = \frac{2h_0 + 4h_e}{(h_0 + h_e)h_e}.
\] (A.3)

Using this, (4) is equivalent to (A.1). \( \Box \)

\(^{19}\) There are some findings indicating that career concerns may matter for absence rates. Barmby et al. (2002) find that absence rates increase with tenure even when age is controlled for and are lower for jobs with more responsibility (where career prospects may be more important). Ichino and Riphahn (2001) discuss whether career concerns may explain a tenure effect. We thank an anonymous referee for pointing out those references.

\(^{20}\) For the conditional variance see e.g. DeGroot (1970, p. 167).
Proof of Lemma 2. If $e_i^2 = e_j^2$ a new manager chooses agent $i$ in $t=3$ if $E[\eta^i|y_2^i, y_2^j] \Rightarrow y_2^i > y_2^j$. Worker $i$ exerts $e_i^2$ to optimize $P\{y_2^i > y_2^j|I_1, e_i^2\} \Delta u - c(e_i^2)$. We then proceed as in Lemma 1 now investigating $g'(0|I_1)$. □

Proof of Lemma 3. (i) If $\Delta m_1 = 0$, we have that $e_2^N = e_2^O$. By implicit differentiation of $e_2^N$ and $e_2^O$ we get $\partial \Delta e/\partial \Delta m_1|_{\Delta m_1=0} = 0$. Furthermore, $e_2^N, e_2^O \to 0$ for $\Delta m_1 \to \infty$.

(ii) With the quadratic cost function the effort effect can be calculated as

$$\Delta e = \frac{\Delta u}{\sqrt{2\pi \sigma^2_{\delta} k}} \left( \exp \left( -\frac{\Delta m_1^2}{2\sigma^2_{\delta}} \right) - \exp \left( -\frac{1}{2\sigma^2_{\delta}} \left( \frac{h_0 + 2h_\delta}{h_\delta} \Delta m_1 \right)^2 \right) \right). \quad \text{(A.4)}$$

To see that $\Delta e(\Delta m_1)$ has a unique maximum note that

$$\frac{\partial \Delta e}{\partial \Delta m_1} > 0 \iff \exp \left( \frac{\Delta m_1^2}{2\sigma^2_{\delta}} \left( 1 - \left( \frac{h_0 + 2h_\delta}{h_\delta} \right)^2 \right) \right) > \left( \frac{h_\delta}{h_0 + 2h_\delta} \right)^2.$$ 

The right-hand side is strictly between zero and one. The inequality is met for small values of $\Delta m_1$ as the left-hand side gets arbitrarily close to 1 if $\Delta m_1$ small enough. It is not met if $\Delta m_1$ bigger than a threshold, as the left-hand side strictly decreases in $\Delta m_1$ and tends to 0 for $\Delta m_1 \to \infty$. □

A.1. Derivation of $A_3^{old}$ and $A_3^{new}$

To derive $A_3^{old}$ we reformulate (7) yielding

$$A_3^{old} = \sum_{i=a,b} \left( P\left\{ \eta^i > \eta^{-i} + e_2^{-i} - e_2^i - \frac{h_0 + h_\delta}{h_\delta} \Delta m_1 \right| I_1 \right) \times E\left[ \eta^i|\eta^i > \eta^{-i} + e_2^{-i} - e_2^i - \frac{h_0 + h_\delta}{h_\delta} \Delta m_1, I_1 \right].$$

From result R.187ii in Gourieroux and Monfort (1989, p. 528) we derive

$$E[X|X > Y] \cdot P\{X > Y\}$$

$$= m_X \Phi \left( \frac{m_X - m_Y}{\sqrt{\sigma^2_X + \sigma^2_Y}} \right) + \frac{\sigma^2_X}{\sqrt{\sigma^2_X + \sigma^2_Y}} \phi \left( \frac{m_X - m_Y}{\sqrt{\sigma^2_X + \sigma^2_Y}} \right). \quad \text{(A.5)}$$

Using that\textsuperscript{21}

$$E\left[ \eta^i + e_2^i - e_2^i - \frac{h_0 + h_\delta}{h_\delta} \Delta m_1 \right| I_1 \right] = m_1^i - (h_0 + h_\delta)/h_\delta \Delta m_1,$$

$$V[\eta_{a}|I_1] = \frac{1}{(h_0 + h_\delta)}$$

\textsuperscript{21} For the conditional variance of $\eta^a$ see again DeGroot (1970, p. 167).
and
\[ V \left[ h^b \varepsilon_2 - \varepsilon_2 - \frac{h_0 + h_e}{h_e} \Delta m_1 | I_1 \right] = (2h_0 + 3h_e)/(h_0 + h_e)h_e \]
and rearranging terms we obtain
\[ A_3^{\text{old}} = m_1^b + \Delta m_1 \Phi \left( \frac{\Delta m_1}{\sigma_\delta} \frac{h_0 + 2h_e}{h_e} \right) + \frac{2}{\sigma_\delta(h_0 + h_e)} \phi \left( \frac{\Delta m_1}{h_e \sigma_\delta} \frac{h_0 + 2h_e}{h_e} \right). \] (A.6)

To derive \( A_3^{\text{new}} \) we apply again (A.5), now using \( V[\eta^b + \varepsilon_2^a + \varepsilon_2^b | I_1] = 2h_0 + 3h_e/(h_0 + h_e)h_e \):
\[ A_3^{\text{new}} = m_1^b + \Delta m_1 \Phi \left( \frac{\Delta m_1}{\sigma_\delta} \right) + \frac{2}{(h_0 + h_e)\sigma_\delta} \phi \left( \frac{\Delta m_1}{\sigma_\delta} \right). \] (A.7)

Hence,
\[ \Delta a = A_2^{\text{old}} + A_3^{\text{old}} - A_2^{\text{new}} - A_3^{\text{new}} \]
\[ = \frac{\Delta m_1}{2} + \Delta m_1 \left( \phi \left( \frac{\Delta m_1}{\sigma_\delta} \frac{h_0 + 2h_e}{h_e} \right) - \phi \left( \frac{\Delta m_1}{\sigma_\delta} \right) \right) \]
\[ + \frac{2}{(h_0 + h_e)\sigma_\delta} \left( \phi \left( \frac{\Delta m_1}{\sigma_\delta} \frac{h_0 + 2h_e}{h_e} \right) - \phi \left( \frac{\Delta m_1}{\sigma_\delta} \right) \right). \] (A.8)

**Proof of Proposition 2.** The ability loss is given by (A.8), which we rewrite as
\[ \Delta a = \frac{\Delta m_1}{2} + \Delta m_1 \left[ \phi \left( \frac{\gamma \Delta m_1}{\sigma_\delta} \right) - \phi \left( \frac{\Delta m_1}{\sigma_\delta} \right) \right] \]
\[ + \frac{\sigma_\delta}{\gamma} \left[ \phi \left( \frac{\gamma \Delta m_1}{\sigma_\delta} \right) - \phi \left( \frac{\Delta m_1}{\sigma_\delta} \right) \right], \]
where again \( \Phi(x) \) is the distribution function, and \( \phi(x) \) the density of a standard normal distribution and \( \gamma := (h_0 + 2h_e)/h_e > 1 \). Taking the derivative with respect to the ability difference \( \Delta m_1 \) and rearranging terms we get
\[ \frac{\partial \Delta a}{\partial \Delta m_1} = \frac{1}{2} + \phi \left( \frac{\gamma \Delta m_1}{\sigma_\delta} \right) - \phi \left( \frac{\Delta m_1}{\sigma_\delta} \right) \]
\[ - \frac{\Delta m_1}{\sigma_\delta} \frac{\gamma - 1}{\gamma} \]
\[ \frac{\Delta m_1^*}{\sigma_\delta} \frac{\gamma - 1}{\gamma} > 0. \]

The term \( A(\Delta m_1) \) is strictly positive as \( \gamma > 1 \), and so is \( B(\Delta m_1) \), but \( B(\Delta m_1) \) strictly smaller than \( \frac{1}{2} \). To see this check that \( B(\Delta m_1) \) is maximized at \( \Delta m_1^* = \sigma_\delta \). Thus
\[ \max_{\Delta m_1} B(\Delta m_1) = \frac{1}{\sqrt{2\pi}} \exp \left( -\frac{1}{2} \right) \frac{\gamma - 1}{\gamma} \approx 0.096 \frac{\gamma - 1}{\gamma} < 0.5 \]
which proves that indeed \( \partial \Delta a/\partial \Delta m_1 > 0 \). Furthermore, it is easy to check that \( \Delta a \to \infty \) for \( \Delta m_1 \to \infty \). To see that \( \Delta a \) is always positive just verify that \( \Delta a = 0 \) for \( \Delta m_1 = 0 \).
Proof of Proposition 3. The total gain of dismissing the manager depends only on the expected ability difference $\Delta m_1$ and is given by $\Delta e(\Delta m_1) - a(\Delta m_1)$. As $\frac{\partial a}{\partial \Delta m_1} |_{m_1=0} = \frac{1}{2}$ larger than $\frac{\partial e}{\partial \Delta m_1} |_{m_1=0} = 0$ for small values of $\Delta m_1$ the total effect is negative. $\Delta a(\Delta m_1)$ is always positive: it starts at 0 for $\Delta m_1 = 0$ and is strictly increasing. $\Delta e(0)$ is also equal to 0 and is strictly positive for $\Delta m_1 > 0$, furthermore it is strictly quasiconcave and tends to 0 for $\Delta m_1 \to \infty$, hence for large $\Delta m_1$ again the total effect is negative. For $\Delta u$ large enough there exist a lowest and highest intersection between $\Delta a(\Delta m_1)$ and $\Delta e(\Delta m_1)$, intermediate intersections can be ruled out for $\Delta u$ sufficiently large. □
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